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- tempo handles both full and partial replication scenarios
- timestamping and stability detection are fully decentralized
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